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AI and Cyber Security
Overview



Fast Advancement in (Frontier) AI

3/39

Hendrycks et al., Measuring Massive Multitask Language Understanding., in 'ICLR’ 2021
Fang et al. A Comprehensive Survey of Self-Evolving AI Agents: A New Paradigm Bridging Foundation Models and Lifelong Agentic Systems, 
arXiv preprint arXiv:2508.07407, 2025
https://rdi.berkeley.edu/frontier-ai-impact-on-cybersecurity/index.html



Fast Advancement in (Frontier) AI
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The length of tasks (measured by how long they take human professionals) that generalist frontier model 
agents 
can complete autonomously with 50% reliability has been doubling approximately every 7 months for the 
last 6 years.
https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-
tasks/



The Expectation!

Rapid advancements in artificial intelligence
(AI) are unlocking new possibilities for the
way we work and accelerating innovation

in science, technology, and beyond.
In cybersecurity, AI is poised to transform

digital defense, empowering defenders
and enhancing our collective security
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Adverserial Misuse of Generative AI – Google :  
https://cloud.google.com/blog/topics/threat-intelligence/adversarial-misuse-generative-
ai?hl=en



How will AI change the Landscape of Cyber 
Security? 
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Extracted from: Dawn Song, Frontier AI in Cybersecurity: Risks and Opportunities, Berkley RDI Center, 
November 2025



Current AI Capabilities in Cyber Security

7/39Potter, Y. et al, “Frontier AI's Impact on the Cybersecurity Landscape”, 2025, https://arxiv.org/abs/25
04.05408

Offensive capabilities: kill chain 
coverage

Defensive 
capabilities

https://arxiv.org/abs/2504.05408
https://arxiv.org/abs/2504.05408


AI Agents Cyber Security Capabilities: 
CyberGym• CyberGym overview:

• 1507 vulnerabilities from 188 large-scale, widely distributed, open-
source projects (c, c++)
• Dynamic execution to test agent-generated PoCs
• Findings: 17 incomplete patches and 35 0-days
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• Zhun et al, CyberGym: Evaluating AI Agents' Real-World Cybersecurity Capabilities at Scale, 

https://arxiv.org/abs/2506.02548
• https://www.cybergym.io/



The Question ?

Will “frontier” AI provide more 
benefits to attackers or 
defenders, and how might it 
reshape the cybersecurity 
landscape?

9/39
Potter, Y. et al, “Frontier AI's Impact on the Cybersecurity Landscape, 2025, https://arxiv.org/abs/25
04.05408
https://rdi.berkeley.edu/frontier-ai-impact-on-cybersecurity/index.html

https://arxiv.org/abs/2504.05408
https://arxiv.org/abs/2504.05408


In the Near Term!
• Attackers are likely to benefit more than defenders from frontier AI

• Equivalent classes
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• Fundamental Asymmetry: Attackers need only one successful exploit, 
while defenders must protect against every attack
• The big AI labs are racing to dominate larger markets than security: our 

small community to drive progress



Long-Term Shift
• Imbalance may gradually shift in favor of defenders 
• Advanced techniques mature 
• Remediation becomes more automated
• Systems grow more resilient—making new vulnerabilities increasingly difficult 

to exploit
• Strengthening defense
• Proactively identifying and patching vulnerabilities: AI-driven

• Secure-By-Design With Provable Guarantees
• AI for formal verification

• Change of attack economics
• Continuous improvement raises the bar for attackers: many attack strategies 

become impractical or economically unviable
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Adversarial Misuse of LLMs
Mohamed Amine El Yagouby, Abdelkader Lahmadi, Mehdi Zakroum, Olivier 
Festor, Mounir Ghogho. LLM-CVX: A Benchmarking Framework for 
Assessing the Offensive Potential of LLMs in Exploiting CVEs. AISec 2025 - 
18th ACM Workshop on Artificial Intelligence and Security, Oct 2025.
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Attackers can (mis)use LLMs
• Accelerate attack campaigns: code for malware or content for phishing
• Instruct a model or AI agent to take a malicious action

• LLM Jailbreak: prompt injection 

https://cdn.openai.com/threat-intelligence-reports/disrupting-malicious-uses-of-our-models-february-2025-updat
e.pdf
https://cloud.google.com/blog/topics/threat-intelligence/adversarial-misuse-generative-ai
https://abnormal.ai/blog/chatgpt-jailbreak-prompts

Do Anything Now (DAN) 
prompt

https://cloud.google.com/blog/topics/threat-intelligence/adversarial-misuse-generative-ai
https://cloud.google.com/blog/topics/threat-intelligence/adversarial-misuse-generative-ai
https://cloud.google.com/blog/topics/threat-intelligence/adversarial-misuse-generative-ai
https://abnormal.ai/blog/chatgpt-jailbreak-prompts


LLMs misuse
• Custom malicious LLMs like WormGPT [1], FraudGPT [2] are 

being developed and sold on the dark web
• Automating the creation of attack scripts and tools, enables 

even less technically skilled actors to launch effective 
cyberattacks
• Research questions
• How can LLMs conduct cyberattacks?

• Benchmarking exploit running and generation?
• Why a benchmark?

• Rapid release of new LLMs
• A benchmark enable us to stay up to date

• Can AI-assisted cyberattacks be distinguished 
from other traditional cyber attacks?* https://www.ibm.com/think/insights/social-engineering-generative-ai-2024-predictions

[1] https://hackernoon.com/wormgpt-the-newly-discovered-generative-ai-tool-for-
cybercriminals
[2] https://hackernoon.com/what-is-fraudgpt 



Existing approaches
• AutoAttacker (Xu et al., 2024): Automating cyberattacks with 

Metasploit using an Agentic LLM framework

[3] Xu, Jiacen, et al. "Autoattacker: A large language model guided system to implement automatic cyber-attacks."  arXiv preprint 
arXiv:2403.01038 (2024)

• On 14 attack tasks from MITRE ATT&CK matrix, across Windows/Linux VMs in a simulated organizational 
network
• GPT-4 : success rate of 100%
• GPT-3.5: success only on 2 tasks
• Open-source LLMs: success rate of 0%



Existing approaches

• Methodology:
• An LLM agent using GPT-4
• A small data set : 15 public CVEs in open-source 

software from CVEs
• 11 out of 15 of the CVE's discovered after GPT-4's 

knowledge cut off
• Results:

• The LLM agent exploit 87% of the vulnerabilities 
• Conclusion : “In this work, we show that LLM agents are 

capable of autonomously exploiting real-world one-day 
vulnerabilities. Currently, only GPT-4 with the CVE 
description is capable of exploiting these vulnerabilities.”

• Review:
• From the first Google search results, 11 public exploits 

were found
• GPT-4 is not autonomously exploiting vulnerabilities

[4] Fang, Richard, et al. "Llm agents can autonomously exploit one-day vulnerabilities." arXiv preprint arXiv:2404.08144 13 (2024): 14.

LLM Agents can Autonomously Exploit One-day Vulnerabilities (Fang et al, 2024)



Our benchmarking methodology
Study the capabilities of LLMs to exploit CVEs:



Prompting methodology
LLMs constraint:

18/39



Our benchmarking framework: LLM-CVX
https://gitlab.inria.fr/resist/llm-
cvx



Evaluation metrics

SE measures both exploitation success and speed

For any SR > 0:
• Maximum SE (=SR) when AvgTCA=1

• Minimum SE (<SR) when AvgTCA=MaxA



Evaluated CVEs
• Dataset of 36 CVEs with their respective vulnerable systems 

(Vulhub)



Evaluated LLMs
• 14 LLMs: 8 proprietary (closed) and 6 open-source models



Benchmarking results
• GPT-4.1 consistently outperformed 

all other LLMs
• Deepseek-r1 has the lowest 

performance
• Closed vs Open

• By Exploit tool
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LLMs Efficiency Scores by MITRE 
ATT&CK
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Results Summary
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AI-driven Attack Path 
Prediction
Franco Terranova, Abdelkader Lahmadi, Isabelle Chrisment. Scalable and Generalizable RL Agents for 
Attack Path Discovery via Continuous Invariant Spaces. 2025 28th International Symposium on Research 
in Attacks, Intrusions and Defenses (RAID), Oct 2025
Franco Terranova, Abdelkader Lahmadi, Isabelle Chrisment. Leveraging Deep Reinforcement Learning 
for Cyber-Attack Paths Prediction: Formulation, Generalization, and Evaluation. The 27th International 
Symposium on Research in Attacks, Intrusions and Defenses (RAID 2024)
https://github.com/terranovafr/C-
CyberBattleSim
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Cyber Attack Path Prediction: overview



Leveraging Sub-Symbolic AI for Path 
Prediction
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Reinforcement Learning for Network 
Attack Paths
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RL based Path Prediction
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Automated Vulnerability Selection and 
Scenario Generation
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Automated Outcome Approximation
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Global Discrete Agent
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Local Discrete Agent
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Continuous Spaces RL
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Experimental Setup
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Scalability Study

37/39



Generalization Study
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Real world Applicability
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Technology Transfer :
• AI driven Attack Path Management
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Conclusions and What’s Next
• AI holds significant potential to enhance the cybersecurity 

landscape
• But, in near time, it benefits more to attackers!
• The defender’s dilemma: staying ahead in the age of AI 
• What should we do?

AI for Cyberdefense
• Detection of AI driven attacks!

• Generate better detection patterns through Frontier AI!
• Build better ML attack detection models

• AI-driven attack attenuation 
• AI-driven threat localization and analysis: vulnerability discovery (zero-

day)
• Automated Patching 
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https://red.anthropic.com/2025/ai-for-cyber-
defenders/


